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Abstract 
The rapid growth of technology has led to the creation of computing networks. The applications of the 

Internet of Things are becoming more and more visible with the expansion and development of sensors 

and the use of a series of equipment to connect to the Internet. Of course, the growth of any network 

will also provide some challenges. The main challenge of IoT like any other network is its security. In 

the field of security, there are issues such as attack detection, authentication, encryption and the so on. 

One of the most important attack is cyber-attacks that disrupt the network usage. One of the most 

important attacks on the IoT is BotNet attack. The most important challenges of this topic include very 

high computational complexity, lack of comparison with previous methods, lack of scalability, high 

execution time, lack of review of the proposed approach in terms of accuracy to detect and classify 

attacks and intrusions. Using intrusion detection systems for the IoT is an important step in identifying 

and detecting various attacks. Therefore, an algorithm that can solve these challenges has provided a 

near-optimal method. Using training-based models and algorithms such as Deep Dearning-

Reinforcement Learning and XGBoost learning in combination (DRL-XGBoost) models can be an 

interesting approach to overcoming previous weaknesses. The data of this research is Bot-IoT-2018. 
 

Keywords: Internet of Things (IoT), Intrusion Detection System (IDS), Deep Learning (DL), 
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Introduction 
The world of information technology and computers is expanding daily. This development has led to the creation of 
new systems with a specific type of communication. One of these communications is Machine-to-Machine (M2M). 
In this type of communication, as a solution to move from single-purpose devices that receive data in the form of 
commands from an application on the Internet that allows the device with solutions, to multi-objective and 
applications move towards cooperation together. M2M communication with network structures can benefit from 
global standardization efforts, which include a number of cases. Among these cases, the following points can be 
mentioned [1]: 

• Establishing standards for compatibility with devices and applications without localization or with minimal 
localization by the appropriate device ecosystem to reduce the time required for deployment. 

• Provide an ecosystem that allows programs to easily share their information and experiences. 

• Provide an environment in which secure communication takes place and users' privacy and confidentiality 
are maintained. 

In today's world, M2M solutions abound and their architecture has not changed much since the 1970s. The 
Franhouver Institute for Open Communication Systems defined the definition of M2M systems as communication 
terminals independent of human interactive communication with mainstream networks or other terminals in order to 
automate services. Admittedly, M2M communication network changed dramatically since the 1970s and expanded 
many capabilities (such as 3GPP M2M communication), but M2M architectural solutions have remained relatively 
stable. A device associated in the field with a software program on the main network for a specific purpose [2]. 
The most important issue in any network is security. Security analysis in computer networks is divided into several 
main categories including layers, identity and location of objects, authentication and permission, privacy, protocols 
and light weighted encryption, software vulnerabilities, mobile operating systems and so on. The connections 
between some of these principles in the analysis of security in the computer network environment are interdependent 
and only the field of Wireless Sensor Networks (WSNs) is a different topic because of a particular type of computer 
network. Security must be considered in different computer networks layers including sensor, network, platform and 
application which can be considered as a secure structure in computer networks. Also, according to the reference 
[3], security considered management as a control panel and synchronization for communications which can be in 
infrastructure networks, urban transmission network, data network, FTTx network, dimensional networks such as 
WAN and MAN, ports and sensor connections to the network [12-1]. 
System protection against vandalism or theft of hardware, software and data is provided as a definition of computer 
security and cyber security is defined as data protection in the network. According to the traditional definition of 
security, the topic of security is defined based on the three elements of data confidentiality, data integration and data 
availability. There are a number of security restrictions on computer networks that include: 

• Hardware-based limitations: include energy and computational constraints, memory constraints, and 
equipment-resistant packaging. 

• Software-based limitations: Includes limitations of embedded software and dynamic security patches when 
updating a piece of software. 

• Network-based limitations: include mobility, scalability, multiplicity of devices, multiplicity of 
communication media, multi-protocol network, and dynamic network synchronization network. 

There are four common classifications of attacks on computer networks: Reconnaissance attacks, access attacks, denial 
of service attacks, and data manipulation attacks. In Reconnaissance attacks, the attacker first examines the network 
systems and services provided or vulnerabilities of the computer network, and then search to detect any unauthorized 
entry and collection into the computer network. In most cases, these attacks act as a real access or Denial of Service 
(DoS) attack. Exploration attacks can be somewhat likened to a thief covering a neighborhood and infiltrating 
vulnerable homes (such as vacant homes, open doors or open windows). This paper presents a deep learning approach 
[6-9] based on XGBoost method to provide IoT intrusion detection to detect BotNet attacks. 
 

Proposed Method 

The NSL-.KDD data set is used to build a network-based intrusion detection system on the Internet. The 

research variables are in two categories: one is related to the types of attacks that can be detected, which is 

defined as Boolean, and using the Bot-IoT-2018 data set to detect intrusion into computer networks on the 

Internet that have attacks such as BotNet. The other category is about the efficiency of the intrusion 

detection algorithm, which can be expressed in terms of the duration of intrusion detection and the 

percentage of error in detecting intrusion and so on. MATLAB software is used to simulate the proposed 

approach, and the reason is that algorithms can be easily implemented in it. In order to ensure the proposed 

approach, several evaluation criteria will be used, including accuracy, sensitivity, mean error squares, bit 

error rate when preventing or detecting an attack, signal-to-noise ratio, and other methods used in other 

articles. In general, the proposed approach can be presented in the following phases: 



 

✓ Select the appropriate data set 

✓ Determine the type of attack and provide a model for their detection (include BotNet attack) 

✓ Build a network environment in specific dimensions with the number of nodes 

✓ Provide an intrusion detection system based on the proposed method, including the following steps 

and placing data in it. 

✓ Normalize input data 

✓ Data training and testing with the aim of classifying that will lead to the discovery of knowledge 

from the data. 

✓ Select and extract the best features with XGBoost algorithm and data penetration detection 

✓ Training data and testing with Deep Learning.  

✓ Use evaluation criteria to ensure the proposed approach and compare with previous methods. 

The main reasons for using the Deep Learning-Reinforcement Learning XGBoost (DRL-XGBoost) 

algorithm include the following: 

✓ Has analysis with training on the process of attack and infiltration and creating rules to detect 

suspicious activities. 

✓ Identify and identify additional consuming traffic that is suspicious. 

✓ Prioritize alerts by identifying and marking alerts with lower priority. 

✓ Identify scanned activities known at the network level and its activities. 

✓ Analyze activities and provide reports to the team in response to network events and process 

monitoring by marking repetitive attack activities at the network level. 

✓ Identify and detect unknown attacks using generalizability. 

Networking in the Internet environment requires modeling. Initially, an environment is created in specific 

dimensions and a number of nodes are placed in it. Positioning refers to the initial deployment that is 

considered in two ways, either randomly or predefined. In this study, nodes are randomly located in the 

environment. An intrusion detection system is then provided with the XGBoost algorithm for classification.  

Once the nodes are set up in a networked environment on the Internet, the data set that has a series of attacks 

needs to be given to the intrusion detection system on the Internet. Bot-IoT-2018 dataset is normally given 

to the intrusion detection system, and at the time of starting the network to send and receive data through 

nodes, all information exchanged in the network, with the intrusion detection system based on the available 

data from The NSL-KDD data set is examined and tested. But there is a need for a way to penetrate the 

intrusion detection system to improve its performance. 

The most important variables used are attacks on computer networks on the Internet, such as DoS, U2R, 

R2P, and DDoS. Identifying other variables of computer networks in the Internet to create its structure, 

including the number of nodes and servers, dimensions of the supported environment in the Internet 

environment, data distribution rate on the Internet and energy available throughout the network, are other 

important parameters. 

The proposed method is based on the host-based intrusion detection system as well as the network-based 

intrusion detection system. The factor of host-based intrusion detection system is the factor of host-based 

intrusion detection system. This factor detects incompatibility in the cloud environment by deploying on 

the hosts by monitoring the behavior of the system files used in the hosts, network events, and system calls. 

It should be noted that in each host, a host-based intrusion detection factor is placed, which over time 

continues the learning process (described below) and maintains its efficiency. 

A major difference between the network-based intrusion detection system and the host-based intrusion 

detection system is the location of these agents in the cloud environment. In the proposed method, these 

agents monitor the traffic passing through each switch. This increases the computational overhead, but also 

slightly overlaps the functions between network-based intrusion detection system and host-based intrusion 

detection system, but in fact from another perspective and level. Attempts are being made to detect 

infiltration, as well as to provide additional coverage to the work of agents that increase the level of system 

reliability. Factor performance has two main phases: 

1. Determining priority levels 

2. Decide on new data 



 

In the priority level determination phase, the determinant determines what data belongs to which priority 

level. In the decision-making phase, the threat of new data is identified and decisions are made about their 

level. 

The proposed system receives the data online according to the probability cycle. Then, by comparing these 

data with the centers of different classes, it determines the degree of importance or priority of this type of 

data.  

Once the data is idealized and the desired features are identified, XGBoost-based classification probabilities 

are performed. With the help of classifiers, data is classified into classes with the same characteristics. In 

general, classifiers are divided into two groups of supervisors with and without supervisors. In classification 

with the supervisor, the data are labeled and their affiliation is eloquent. In classification without observers, 

donors do not have a label. In this study, using the XGBoost classification method, data are classified into 

three categories, which include penetrating data, healthy data, and suspicious data penetration. Therefore, 

the method used in this project is classification with the supervisor. For this purpose, XGBoost 

classification is used to determine probabilities. The XGBoost classification relation is expressed as 

equation (1). 

𝑙𝑟(𝑥) =
𝑝(𝑥|𝜔1)

𝑝(𝑥|𝜔2)
>  

𝑝(𝜔2)

𝑝(𝜔1)
= 𝑥 𝜖 𝑐𝑙𝑎𝑠𝑠 

(1) 

In this case, the function 𝑝(𝑥|𝜔1) indicates the conditional density of the corresponding class and 𝑝(𝜔1) 

indicates the posterior probability of each class. Using this classifier, the pattern of lung changes is 

classified into three classes: infiltrated data, healthy data, and infiltrated suspicious data. The general 

algorithm works as follows: 

✓ Step 1) The first step is to formulate the parameters that show the characteristics of the signals with 

𝑆 and the risk criteria or risk factors that are with 𝐹, which are carefully adjusted based on an expert 

and have equation (2). 

𝑃 = {𝑥|𝑥 ∈ 𝑅 ∪ 𝑆} 

(2) 

✓ Step 2) Collect data that deals with whether the data is intact or not. Penetration data is shown as a 

set 𝐷 which is as equation (3). 
{𝑑1, 𝑑2, … 𝑑𝑛} 𝑤ℎ𝑒𝑟𝑒 𝑑𝑖 = {𝑝𝑖1, 𝑝𝑖2, … 𝑝𝑖𝑚} 

(3) 

✓ Step 3) the data is thus in the pre-processing stage of classification: filling in the missing values 

between the data and the established states, converting continuous numerical variables to discrete 

variables using multi-digit thresholds. Inputs to definite inputs are filtering with a multiple filtering 

approach and data normalization. 

✓ Step 4) the pre-processed data in the classification is placed in a set. For each confusion matrix 

model that contains the actual value, the actual value is negated and collected on the floor. 

✓ Step 5) all the data characteristics and each classified output are placed in its own area, which 

consists of three areas, ie three floors, which include penetrating data, healthy data and suspicious 

data. 

✓ Step 6) Develop the model based on the results found to reduce the dimensions. 

After extracting features and classifying with XGBoost, it is necessary to perform XGBoost to combine the 

two sections, as well as to determine the probabilities of network intrusion detection. After determining the 

nearest class and focusing on high-similarity data to the new data, we then make a decision that we consider 

appropriate for the new data. It is not possible to calculate the probabilities among the whole data set, but 

only the data in the same class is used to calculate these values. The probabilities for the XGBoost 

classification section are related to the rule 𝑅 = 𝑋 → 𝑌  such as equation (4). 

𝑃𝑋𝐺𝐵𝑜𝑜𝑠𝑡(𝑅) =
𝑃(𝑋𝑌)

|𝐷|
 

(4) 

And the probabilities for the XGBoost classification section are in the form of equation (5). 



 

𝑃𝑋𝐺𝐵𝑜𝑜𝑠𝑡(𝑅) =
𝑃(𝑋𝑌)

𝑃(𝑋)
 

(5) 

In the above formulas, 𝑃(. )   is equal to the number of data from the whole set 𝐷 in which both 𝑋 and 𝑌 are 

present. In our proposed method, 𝐷 is equal to the class from which the closest data was selected. But 

another important point that has not yet been mentioned about these rules is how to produce them and 

calculate the probabilities according to the type of data considered, which are discussed below. 

If the properties of 𝑙𝑘  are divided into two parts, decision and properties, then the whole set of properties 

can be displayed as 𝐼𝑘 = [𝑓𝑖, … 𝑓𝑛, 𝑑𝑖, … 𝑑𝑚]. In this representation, 𝑓𝑖 represents properties such as the type 

of connection and d_i represents the decision and accepts the value 0 or 1. Of course, only one decision has 

been made for each data, so only one of the 𝑑𝑖 to 𝑑𝑚 can be 1. For this data, all the rules are generated in 

the form of equation (6). 

𝑅1: 𝑓1, … , 𝑓𝑛>
𝑆𝑖 

𝑅2: 𝑓1, … , 𝑓𝑛 → 𝑆𝑖 

. 

. 

. 
𝑅2𝑛+1: 𝑓1, … , 𝑓𝑛 → 𝑆𝑖 

𝑖 ∈ [1, 𝑚] 
(6) 

As is clear from Equation (6), a decision may be made for several data. The evaluation of each law is done 

by calculating the probability values. In fact, the formulas given for calculating probabilities are appropriate 

for the data in the categories, and here the numerical data are difficult to make.  

In boosting, the trees are built sequentially such that each subsequent tree aims to reduce the errors of the 

previous tree. Each tree learns from its predecessors and updates the residual errors. Hence, the tree that 

grows next in the sequence will learn from an updated version of the residuals.  

In contrast to bagging techniques like Random Forest, in which trees are grown to their maximum extent, 

boosting makes use of trees with fewer splits. Such small trees, which are not very deep, are highly 

interpretable. Having a large number of trees might lead to overfitting. So, it is necessary to carefully choose 

the stopping criteria for boosting. The boosting ensemble technique consists of three simple steps:  

✓ An initial model 𝐹0 is defined to predict the target variable 𝑦. This model will be associated with a 

residual (𝑦 − 𝐹0). 

✓ A new model ℎ1 is fit to the residuals from the previous step. 

✓ Now, 𝐹0 and ℎ1 are combined to give 𝐹1   , the boosted version of 𝐹0. The mean squared error from 

𝐹1   will be lower than that from 𝐹0.  

✓ The mean squared error from 𝐹1  will be lower than that from 𝐹0 and calculated as equation (7).  

𝐹1(𝑥) ≤ 𝐹0(𝑥) + ℎ1(𝑥) 

(7) 

✓ To improve the performance of 𝐹1, we could model after the residuals of 𝐹1 and create a new model 

𝐹1 as equation (8).  

𝐹2(𝑥) ≤ 𝐹1(𝑥) + ℎ2(𝑥) 

(8) 

✓ This can be done for ‘m’ iterations, until residuals have been minimized as much as possible like 

equation (9).  

𝐹𝑚(𝑥) ≤ 𝐹𝑚−1(𝑥) + ℎ𝑚(𝑥) 

(9) 

Then output of XGBoost is input of deep learning algorithm. The type of deep learning is combination of 

deep learning with reinforcement learning (DRL-XGBoost. Different deep-reinforcement neural network 

models have been implemented, the only difference being the research approach in that two neural networks 

are used in DRL: one executes the current Q function while the other targets the Q function. The Q function 

is intended as a copy of the current Q function which is Q-Learning from the family of reinforcement 



 

learning algorithms, but works with a delayed coordination due to its presence and combination with a deep 

neural network. A copy is made after a certain number of training repetitions. The objective Q function is 

used to calculate the value of Q for the next case  (𝑞̂𝑡 + 1). The purpose of this Q function is to prevent the 

effect of the moving target when performing a slope of more than (𝑞̂𝑡 − 𝑞𝑟𝑒𝑓)
2
 and to prevent the return 

of 𝑞𝑟𝑒𝑓 dependence on the training network. 

The algorithm begins by predicting actions using policy modes and functions. The action prediction is 

performed for all states of a path (𝑠{𝑡})   and the sequence of predicted actions is generated. These predicted 

measures are obtained by sampling the probability distribution of measures (𝜋(𝑎{𝑡})) provided by the 

policy performance. This section is considered as the probability of sample distribution. This research uses 

the symbol {𝑇} to indicate a sequence during the time steps of a path. When this symbol is used, it can have 

a sequence of scales, such as 𝑟{𝑇} or a sequence of vectors such as 𝜋(𝑎{𝑇}) or 𝑎̂{𝑇}, because in the second 

case, 𝜋(𝑎) is the probability vector for any possible action under the current policy, and 𝑎̂𝑡 is an encoded 

vector which assigned to the selected part, so extending them to a sequence produces vectors. The reward 

function creates a reward of 0/1, but in this case, it is a complete sequence of predicted actions (𝑎̂{𝑇}) and 

grand truth actions (𝑎{𝑇}
∗ ) which applied in one direction. The resulting bonus sequence (𝑟{𝑇}) is converted 

to the vector of discounted bonus amounts (𝑅{𝑇}). (𝑅{𝑇}) is calculated by relation (10). 

The policy gradient is based on a policy performance tutorial called 𝑄𝑐𝑢𝑟𝑟𝑒𝑛𝑡 and using these two 

determines the operation that must be performed for each possible case. The policy function is performed 

with a simple neural network with multiple layers and ReLU activation for all layers except the last layer 

which has a SoftMax activation which is a possible distribution of actions or (𝜋(𝑎)). ReLU is a linear 

function that separately positively inputs, otherwise it will have zero. This has become the default activation 

function for many neural networks because the model they use is easier to teach and often performs better. 

𝑅{𝑇} = [∑ 𝜆𝑖𝑟𝑡+𝑖

𝑇

𝑖=0

, … , ∑ 𝜆𝑖𝑟𝑡+𝑖] = [∑ 𝜆𝑖𝑟𝑡+𝑖

𝑇

𝑖=0

, ∑ 𝜆𝑖𝑟𝑡+𝑖

𝑇

𝑖=1

, … ,

𝑇

𝑖=𝑇

𝜆𝑇𝑟𝑡+𝑇] 

(10) 

This means that each term 𝑅{𝑇} corresponds to the decreasing amount of consecutive discount bonuses. The 

proposed method, due to the use of reinforcement learning model, uses the reward / punishment model that 

is the basis of these methods. From the vector of the discounted bonus amounts (𝑅{𝑇}), the average of the 

discounted bonuses in different paths (𝑏{𝑇})  is subdivided, and as a result, the superiority vectors of (𝐴{𝑇}) 

is obtained. The vector 𝑏{𝑇} is also called the baseline. The vector means the amount of rewards and 

punishments that will be counted as a set of data. Advantage values estimate how much better the expected 

return for a particular element of the path (𝑠𝑡) is than the average expected return. This is the reason for 

subtracting the baseline from 𝑅{𝑇}.  

The scalar product between the sequences of the vectors π(𝑎{𝑇}) and 𝑎̂{𝑇}،, derives the probability of a 

selective action for each time step (π(𝑎̂{𝑇})), because 𝑎̂𝑡 is an encrypted vector. The loss used to train the 

neural network which is an approximation of the policy function is a type of log-loss function with the sum 

of the recorded paths of the probability of action performed for a particular element of the path 

(log 𝜋([𝑎̂{𝑇}]
𝑖
 multiplied by the value of the corresponding advantage ([𝐴{𝑇}]

𝑖
). Overfitting occurs when a 

model trains details and noise in training data to the extent that it negatively affects the performance of the 

model on new data. This means that random noise in training data are selected and trained by the model as 

concepts. The problem is that these concepts do not apply to new data and negatively affect the modeling 

ability to generalize. Overfitting is more in non-parametric and nonlinear models that have more flexibility 

when learning target performance. Similarly, many non-parametric machine learning algorithms also 

include parameters or techniques for limiting the amount of model details. 

𝐽(𝑊, 𝑏) =
1

2𝑘
∑(||𝑥(𝑖) − 𝑥(𝑖)||

2
+

𝜆

2
∑ ∑ ∑ (𝑊𝑖𝑗

(𝑙)
)

2
𝑠𝑙+1

𝑗=1

𝑠𝑙

𝑖=1

𝑛𝑙−1

𝑙=1

𝑘

𝑘=0

 

(11) 



 

In this regard, 𝑛𝑙 represents the number of layers in the deep neural network and 𝑠𝑙 is the number of neurons 

in each input layer. By combining equation (10) and (11), a structure is presented as a combination of deep-

reinforced neural network, the general equation is as (12). 

𝑅{𝑇}. 𝐽(𝑊, 𝑏) = (||𝑥(𝑖) − 𝑥(𝑖)||
2

. ∑ 𝜆𝑖𝑟𝑡+𝑖

𝑇

𝑖=1

+
𝜆

2
. (𝑊𝑖𝑗

(𝑙)
)

2
 

(12) 

An accurate diagnosis of any intrusion and suspicious symptoms can be provided with the help of this 

equations during training and testing. Also, the structure of the IoT network is an 𝑁𝑥 × 𝑀𝑦 environment 

which will be in terms of square meters in which the number of nodes or 𝑁𝑢𝑠𝑒𝑟  in different environments 

are randomly located by devices connected to the Internet. The energy used to transmit a one-bit packet 

from transmitter to receiver at a distance 𝑑 at the same time as intrusion detection can be defined as Equation 

(13). 

𝐸𝑇𝑋 = {
𝑙𝐸𝑒𝑙𝑒𝑐 + 𝑙𝜀𝑓𝑠𝑑2  , 𝑑 < 𝑑0

𝑙𝐸𝑒𝑙𝑒𝑐 + 𝑙𝜀𝑚𝑝𝑑4  , 𝑑 ≥ 𝑑0
 

(13) 

In this regard, 𝐸𝑒𝑙𝑒𝑐 is the scattered energy to work with the transmitter or receiver circuit per bit, 𝑑 is the 

transmission distance. 𝜀𝑓𝑠 and 𝜀𝑚𝑝   are the amplifier energy factors for open space and the multi-path 

dimming channel models, respectively. The intersection 𝑑0 is the threshold distance that depends on the 

specific scene and the amplifying energy factors, which can be given as 𝑑0 = √𝜀𝑚𝑝/𝜀𝑓𝑠. The energy used 

to receive one-bit data can be written as equation (14). 

𝐸𝑅𝑥(𝑙, 𝑑) = 𝑙𝐸𝑒𝑙𝑒𝑐 

(14) 

And the energy consumed for the aggregated data is also in the form of equation (15). 

𝐸𝐴𝑔𝑔(𝑙, 𝑑) = 𝑙𝐸𝐷𝐴 

(15) 

In this regard, 𝐸𝐷𝐴 is the energy used to send the accumulated data bit. It is necessary to balance the energy 

between the energies of the sensor nodes to extend the life of the network at the time of intrusion detection.  

Here, the additive learners do not disturb the functions created in the previous steps. Instead, they impart 

information of their own to bring down the errors . DRL-XGBoost is a popular implementation of gradient 

boosting.  

Several evaluation criteria have been used in this study, including Mean Square Error (MSE), Peak Signal-

to-Noise Ratio (PSNR), Signal-to-Noise Ratio (SNR), and precision criteria. The accuracy rate is a criterion 

expressed as a percentage, which is the most important overall result of the evaluation criteria section, 

which is the accuracy of the relationship and its equation is (16). 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 = 100 ×
𝑇𝑃 + 𝑇𝑁

𝑇𝑁 + 𝑇𝑃 + 𝐹𝑁 + 𝐹𝑃
 

(16)   

In equation (16), 𝑇𝑃 is false positive, 𝑇𝑁 positive negative, false positive 𝐹𝑃 and false negative 𝐹𝑁. 

Equation (17) shows the sensitivity expressed in percentage. 

𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 

(17)   

Equation (18) shows the data properties expressed in percentage. 

𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦 =
𝑇𝑁

𝑇𝑁 + 𝐹𝑃
 

(18) 

 

Results Discussion and Simulation 

The simulator used in this research is MATLAB. One of the reasons for its use is due to the simplicity of 

using smart methods and algorithms that have already been coded and need to be coded and modeled 



 

according to the problem. But there are other simulators that can be used. Among these simulators, the 

following can be mentioned that the problem of using each of them is expressed separately (although each 

of them also has advantages that can be ignored): 

✓ CloudSim: The ability to use evolutionary methods and swarm intelligence is difficult and must be 

coded in C ++ and called as a library in this simulator. It also requires a series of functions in the 

form of header files with the extension .h. 

✓ NS-2 or NS-3: Installing these two emulators is very complicated and difficult, and with the 

functionality of an intrusion detection system, it requires the installation of a series of separate 

packages as plugins. The code must also be written in tcl and the main parts of the proposed 

algorithm must be written and added in C ++. 

✓ OPNet: This simulator does not have any interesting free versions in Iran and using it is a high risk 

of endangering the proposed methods as an idea in a variety of networks. 

✓ OMNet ++: A powerful emulator, but its installation is complex and requires expressions to launch, 

and the code of the proposed method must be written and added in C ++. 

Bot-IoT-20181 as dataset used in this approach. First, it is necessary to define the basic parameters of the 

computer network on the Internet. "Table 1" shows the parameters of a computer network on the IoT. 

 

 
 

Magnitude Parameters 

100x100 m2 Network Scale 

200 Nodes or Users Numbers 

0.05 Nodes or Users Distribution Rate 

0.5 Nodes or Users Energy 

20 Joule ransmission Energy 

60 m Radio Range 

 
Table 1 -  Computer network parameters in the IoT 

The data used in this research is Bot-IoT-2018 which has different versions. The version used in this 

research is the 2018 version, which has attacks such as DoS, U2R, R2P, SP and AUB, but we will use 

BotNet attack to detect and classify. The placement of nodes, which are also moving is done randomly in 

the environment, which is neighborhood and distance based on Euclidean distance, based on radio radius. 

This can be seen in "Figure 1". 

 

 
Figure (1), network dimensions and node deployment as well as DRL-XGBoost decision priority selection for packet distribution 

 

Then, in "Figure 2", the network life is shown as a signal, which is based on different network repetitions 

in penetration detection. Circles indicate the peak or highest and lowest energy consumption. 

 
1 https://research.unsw.edu.au/projects/bot-iot-dataset 

https://research.unsw.edu.au/projects/bot-iot-dataset


 

 

 
Figure (2), network life as a signal with the highest value and the lowest energy consumption 

 

In "Figure 3", the proposed method can be applied to detect penetration and prevent it. The red graph shows 

this. In areas where there is a square (blue) and green circles inside it, it shows the prevention of intrusion 

in that area in terms of signal-to-noise ratio, which is based on network life and stability. 

 

 
Figure (3), apply the proposed method to detect penetration and prevent it 

 

"Figure 4" also shows the reduction of intrusions and attacks in the Internet-based computer network 

environment, which are detected and identified by the approach presented in Chapter Three. The red graph 

shows this. In areas where there is a square (blue) and inside the green circles, it shows the prevention of 

penetration in that area in terms of longevity and stability. 

 

 
Figure (4), reduction of intrusion and attacks in the network after applying the proposed method 



 

 

After implementation, the accuracy of the proposed method in detecting and preventing intrusion is 

99.9940%. Also, the average error square is 0.1315. "Table 2" compares the proposed interstitial accuracy 

with four other studies. 
 

Accuracy Methods 

96.032 % [43] 

89.025 % [20] 

88.700 % [21] 

97.59 % [44] 

99.994 % Proposed Method 
Table 2- Comparison in terms of accuracy between the proposed method and two other methods 

According to the results, it is clear that the proposed method has a functional advantage over the other two 

similar and previous methods in terms of accuracy in intrusion detection. 
 

Conclusion 
Security is an important issue for the IoT as it is for other networks. In this research, IoT components are initially 
initialized including sensor nodes, network dimensions, and intelligent physical objects connected to the Internet. The 
sensor nodes are the users that will transfer the data. Data transfer will be called routing to send packets from one 
source to another destination. The data packet is placed at the source, at the time of transmitting on the communication 
channel and the IoT platform where the intrusion detection system targets data packet with trained data. Bot-IoT-2018 
data used as input dataset in this research and the main attack is BotNet. This data has been trained once in the DRL-
XGBoost intrusion detection system. Therefore, after transmitting the data by the source, it is placed in this area as a 
monitoring area. The pattern of possible attacks in user-submitted data is compared in pairs with the patterns trained 
in the DRL-XGBoost based intrusion detection system, and in case of any intrusion, the attack detection module is 
activated and the operation is performed that can temporarily stop transmitting data from source to destination. In fact, 
such a system ends when the operations delivers the message to the IoT. Therefore, this system does not have a 
meaningful termination, i.e. it may be sent in pseudo-continuous data and should be constantly checked, but logically, 
the termination part will be after the intrusion detection system. 
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